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Since the previous edition of this collection, the World
Wide Web has unequivocally laid any lingering questions
regarding its longevity and global impact to rest. Several
multi-Billion-user services including Google and Facebook
have become central to modern life in the first world, while
Internet- and Web-related technology has permeated both
business and personal interactions. The Web is undoubtedly
here to stayat least for the foreseeable future.

Web data systems bring a new set of challenges, in-
cluding high scale, data heterogeneity, and a complex and
evolving set of user interaction modes. Classical relational
database system designs did not have the Web workload in
mind, and are not the technology of choice in this context.
Rather, Web data management requires a melange of tech-
niques spanning information retrieval, database internals,
data integration, and distributed systems. In this section,
we include three papers that highlight technical solutions to
problems inherent in Web data management.

Our first two papers describe the internals of search en-
gine and indexing technology. Our first paper, from Larry
Page and Sergey Brin, Google co-founders, describes the
internals of an early prototype of Google. The paper is
interesting both from a historical perspective as well as a
technical one. The first Web indices, such as Yahoo!, con-
sisted of human-curated “directories”. While directory cu-
ration proved useful, directories were difficult to scale and
required considerable human power to maintain. As a result,
a number of search engines, including Google but also Ink-
tomi, co-created by Eric Brewer, author of the second paper,
sought automated approaches. The design of these engines
is conceptually straightforward: a set of crawlers downloads
copies of web data and builds (and maintains) read-only in-
dices that are used to compute a relevance scoring function.
Queries, in turn, are serviced by a front-end web service that
reads from the indices and presents an ordered set of results,
ranked by scoring function.

The implementation and realization of these engines is
complex. For example, scoring algorithms are highly tuned,

and their implementation is considered a trade secret even
within search engines today: Web authors have a large in-
centive to manipulate the scoring function to their advantage.
The PageRank algorithm described in the Google paper (and
detailed in [5]) is an famous example of a scoring function,
and measures the “influence” of each page measured accord-
ing to the hyperlink graph. Both papers describe how a com-
bination of mostly unspecified attributes is used for scoring
in practice, including ’anchor text” (providing context on the
source of a link) and other forms of metadata. The algorith-
mic foundations of these techniques, such as keyword index-
ing date, date to the 1950s [4], while others, such as TFXIDF
ranking and inverted indices, date to the 1960s [6]. Many of
the key systems innovations in building Internet search en-
gines came in scaling them and in handling dirty, heteroge-
nous data sources.

While the high-level details of these papers are helpful
in understanding how modern search engines operate, these
papers are also interesting for their commentary on the pro-
cess of building a production Web search engine. A central
message in each is that Web services must account for vari-
ety; the Google authors describe how assumptions made in
typical information retrieval techniques may no longer hold
in a Web context (e.g., the ”Bill Clinton sucks” web page).
Web sources change at varying rates, necessitating priori-
tized crawling for maintaining fresh indices. Brewer also
highlights the importance of fault tolerance and availability
of operation, echoing his experience in the field building Ink-
tomi (which also led to the development of concepts includ-
ing harvest and yield [2] and the CAP Theorem; see Chapter
7). Brewer outlines the difficulty in building a search en-
gine using commodity database engines (e.g., Informix was
10x slower than Inktomi’s custom solution). However, he
notes that the principles of database system design, includ-
ing ’top-down” design, data independence, and a declarative
query engine, are valuable in this context—if appropriately
adapted.

Today, Web search engines are considered mature tech-



nology. However, competing services continually improve
search experience by adding additional functionality. To-
day’s search engines are much more than information re-
trieval engines for textual data web pages; the content of
the first two papers is a small subset of the internals of
a service like Google or Baidu. These services provide a
range of functionality, including targeted advertisement, im-
age search, navigation, shopping, and mobile search. There
is undoubtedly bleed-over in retrieval, entity resolution, and
indexing techniques between these domains, but each re-
quires domain-specific adaptation.

As an example of a new type of search enabled by mas-
sive Web data, we include a paper from the WebTables
project led by Alon Halevy at Google. WebTables allows
users to query and understand relationships between data
stored in HTML tables. HTML tables are inherently var-
ied in structure due to a lack of fixed schema. However,
aggregating enough of them at Web scale and performing
some lightweight automated data integration enables some
interesting queries (e.g., a table of influenza outbreak loca-
tions can be combined with a table containing data about city
populations). Mining the schema of these tables, determin-
ing their structure and veracity (e.g., only 1% of the tables
in the paper corpus were, in fact, relations), and efficiently
inferring their relationships is difficult. The paper we have
included describes techniques for building an attribute cor-
relation statistics database (AcsDB) to answer queries about
the table metadata, enabling novel functionality including
schema auto-complete. The WebTables project continues to-
day in various forms, including Google Table Search and in-
tegration with Google’s core search technology; an update on
the project can be found in [1]. The ability to produce struc-
tured search results is desirable in several non-traditional do-
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mains, including mobile, contextual, and audio-based search.

The WebTables paper in particular highlights the power
of working with Web data at scale. In a 2009 article, Halevy
and colleagues describe the ”Unreasonable Effectiveness of
Data,” effectively arguing that, with sufficient amount of
data, enough latent structure is captured to make model-
ing simpler: relatively simple data mining techniques of-
ten beat more mathematically sophisticated statistical mod-
els [3]. This argument stresses the potential for unlocking
hidden structure by sheer volume of data and computation,
whether mining schema correlations or performing machine
translation between languages. With a big enough haystack,
needles become large. Even examining 1% of the tables in
the web corpus, the VLDB 2009 paper studies 154M distinct
relations, a corpus that was “five orders of magnitude larger
than the largest one [previously] considered.”

The barrier for performing analysis of massive datasets
and system architectures outside of these companies is de-
creasing, due to cheap commodity storage and cloud com-
puting resources. However, it is difficult to replicate the feed-
back loop between users (e.g., spammers) and algorithms
(e.g., search ranking algorithms). Internet companies are
uniquely positioned to pioneer systems designs that account
for this feedback loop. As database technologies power ad-
ditional interactive domains, we believe this paradigm will
become even more important. That is, the database market
and interesting database workloads may benefit from similar
analyses. For example, it would be interesting to perform a
similar analysis on hosted database platforms such as Ama-
zon Redshift and Microsoft SQL Azure, enabling a variety of
functionality including index auto-tuning, adaptive query op-
timization, schema discovery from unstructured data, query
autocomplete, and visualization recommendations.
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